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Abstract 

This study embarks on an analytical journey to decode the complexities of urban happiness, 
leveraging a suite of advanced machine learning models. At the heart of our methodology is the 
innovative application of CatBoost, Random Forest, Gradient Boosting, and Linear Regression models, 
each chosen for its distinct ability to navigate the multifaceted nature of our urban dataset. CatBoost 
is highlighted for its proficiency in managing categorical data, essential in reflecting the diverse 
elements of urban environments. Concurrently, Random Forest's capability in reducing variance and 
overfitting, along with Gradient Boosting's precision in optimizing across various loss functions, plays 
a pivotal role in the accuracy of our predictions. Linear Regression serves as a baseline, offering 
simplicity and interpretability for comparative analysis. Central to our evaluation is the Root Mean 
Squared Error (RMSE) metric, providing a quantitative measure of our models' accuracy. This 
approach is instrumental in translating the intricate relationships within urban data into actionable 
insights for urban planning and policy-making. Our study not only demonstrates the effectiveness of 
an ensemble approach in machine learning but also emphasizes the importance of interpretability in 
model selection and evaluation. The findings offer a comprehensive understanding of urban happiness, 
serving as a valuable resource for stakeholders in urban development and policy formulation. This 
research marks a significant stride in harnessing machine learning's potential to enrich urban life 
quality. 
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1. INTRODUCTION 
In the realm of urban studies, the concept of 'urban happiness' has emerged 

as a focal point of interdisciplinary research, reflecting the complexities and 
intricacies of life in modern cities [1]–[3]. This burgeoning field, situated at the 
intersection of sociology, urban planning, environmental science, and data science, 
seeks to unravel the various factors that contribute to the well-being of urban 
dwellers [4]–[6]. With the United Nations projecting that 68% of the world's 
population will reside in urban areas by 2050, understanding the dynamics of 
urban happiness is not only academically intriguing but also of paramount 
importance for effective urban planning and policy formulation [7]–[9]. The study 
of urban happiness traditionally relied on survey-based methods and statistical 
analyses, which primarily focused on correlating demographic and socio-economic 
factors with self-reported levels of happiness [10]–[12]. While these approaches 
have provided valuable insights, they often fall short in capturing the dynamic and 
multifaceted nature of urban ecosystems. Urban happiness is influenced by a 
myriad of factors, including but not limited to environmental quality, healthcare 
infrastructure, traffic conditions, cost of living, and green spaces [13]–[15]. These 
elements interact in complex ways, and their impact on urban dwellers' happiness 
can vary significantly across different contexts and cultures. 
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Recognizing these limitations, recent research in the field has turned to more 
sophisticated analytical methods. The advent of big data and advanced 
computational techniques has particularly revolutionized this domain [16]–[18]. 
Machine learning algorithms, with their ability to handle large datasets and 
uncover complex, non-linear relationships, have opened new avenues for research. 
For example, studies have employed various machine learning models to assess 
the impact of environmental factors, urban design, and social dynamics on urban 
happiness [19]–[21]. These models range from traditional regression analyses to 
more advanced algorithms like Random Forest, Gradient Boosting, and neural 
networks. However, despite the growing body of research employing machine 
learning in urban happiness studies, there remains a significant gap [19], [22], 
[23]. Much of the existing literature focuses on the application of single models or a 
limited set of models, with little comparative analysis of their efficacy. This lack of 
comprehensive comparative studies is a notable omission, given the diverse nature 
of machine learning algorithms and their differing abilities to capture various 
aspects of urban happiness data [24]–[26]. 

Our research aims to address this gap by conducting an extensive 
comparative analysis of several advanced machine learning models in predicting 
urban happiness. This study includes CatBoost, Random Forest, Gradient Boosting, 
and Linear Regression. By comparing these models in the same experimental 
setting, we aim to provide a clearer understanding of their respective strengths 
and weaknesses in the context of urban happiness prediction. The methodology 
adopted in this research is marked by its comprehensive approach to data 
preprocessing, feature engineering, and model optimization. We utilize state-of-
the-art tools such as AutoViz for automated data visualization. This approach is 
critical, as it moves beyond mere prediction accuracy, offering insights that are 
valuable for urban planners and policymakers. 

Furthermore, our study is distinguished by its rigorous approach to data 
handling and analysis. The dataset employed encompasses various aspects of 
urban life, including environmental quality indicators, traffic density, green space 
availability, air quality indices, and healthcare infrastructure. This rich dataset 
enables a holistic analysis of the factors contributing to urban happiness. 
Additionally, advanced encoding methods are employed to handle categorical data 
effectively, ensuring that the models effectively capture the nuances of the data. 
The results of this study are presented in a detailed comparative analysis, focusing 
on the Root Mean Squared Error (RMSE) metric for both training and testing 
datasets. This metric is chosen for its ability to quantify the difference between the 
predicted and actual values, providing a clear measure of model accuracy. The 
analysis goes beyond mere RMSE scores, delving into the models' performance 
nuances and discussing their implications in the broader context of urban studies. 

In the discussion section, we interpret the results, drawing connections to 
existing literature and highlighting the practical implications of our findings. This 
includes an examination of how different models capture various data aspects and 
the implications of these findings for urban planners and policymakers. We also 
discuss the limitations of our study and suggest avenues for future research. 
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Finally, the paper concludes by summarizing the key takeaways and contributions 
of the study. We emphasize the importance of using advanced machine learning 
techniques in urban studies and the potential of these methods to provide deeper 
insights into the complex dynamics of urban happiness. The paper also outlines 
potential areas for future research, suggesting that further studies could explore 
additional models, incorporate different types of data, or apply the methodology to 
different urban contexts..  

 
2. RESEARCH METHODOLOGY 
2.1. Data Collection and Preparation 

The foundation of our research rests on a comprehensive dataset focused on 
various aspects of urban life, including environmental quality, healthcare, traffic 
density, green spaces, air quality indices, and cost of living. The data were sourced 
from a combination of urban wellbeing surveys and publicly available urban 
metrics, encompassing a diverse range of cities across different geographical and 
socio-economic contexts. The dataset can be downloaded in [27]. The dataset was 
subjected to a rigorous preparation process to ensure its suitability for machine 
learning analysis. Initially, the data were cleansed to remove any inconsistencies 
and missing values. This involved techniques like imputation for handling missing 
data and anomaly detection to identify and correct any outliers or data entry 
errors. Following the cleaning process, the dataset underwent a transformation 
phase, where categorical variables were encoded using advanced encoding 
techniques. This was essential for converting non-numeric data into a format 
suitable for machine learning models. The encoding was carefully chosen to 
preserve the inherent characteristics of each variable, with techniques such as one-
hot encoding for nominal variables and ordinal encoding for ordinal variables. 
Lastly, we split data into 50% training and 50% testing. 
 
2.2. Feature Engineering 

In the pursuit of predicting urban happiness, the role of feature engineering 
emerged as a cornerstone in our methodology, transcending mere data analysis to 
craft a narrative that intertwines various urban elements into a coherent story. 
The process of feature engineering was not just a technical exercise; it was an 
endeavor to unearth and articulate the subtle nuances and intricate relationships 
embedded within the urban fabric. This phase was particularly crucial given the 
multidimensional nature of our dataset, encompassing diverse aspects such as 
traffic density, air quality, cost of living, and healthcare quality. The genesis of our 
feature engineering process was rooted in a deep understanding of urban 
dynamics. It involved an iterative process of hypothesis formulation, testing, and 
refinement. Central to this was the recognition that certain aspects of urban living 
do not exist in isolation but rather in a symbiotic relationship with one another. 
For instance, we hypothesized that traffic density and air quality are intrinsically 
linked - an increase in traffic density often leads to deterioration in air quality as 
presented in the equation 1. To capture this interaction, we engineered a feature 
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that encapsulates the interplay between these two variables, providing our models 
with a more nuanced view of urban environmental quality. 

Similarly, the relationship between the cost of living and healthcare quality 
was another focal point of our feature engineering as presented in the equation 2. 
Intuitively, cities with a higher cost of living often have better healthcare services, 
but this is not a universal truth. By creating a feature that explores this 
relationship, we aimed to offer a more refined lens through which the models 
could assess the overall quality of urban life. Moreover, our approach to feature 
engineering was informed by a blend of empirical insights derived from the data 
and theoretical frameworks from urban studies. This dual approach ensured that 
the new features were not only statistically sound but also held practical 
significance in the context of urban planning and policy-making. The engineered 
features were designed to be interpretable, ensuring that the insights gleaned from 
the models could be translated into actionable strategies for enhancing urban 
happiness. 

In our experimental setup, as reflected in the code, these engineered features 
played a pivotal role. The process started with the selection of relevant columns 
from our dataset, including 'Happiness_Score', 'Month', 'Year', 'Decibel_Level', 
'Traffic_Density', 'Green_Space_Area', 'Air_Quality_Index', 'Cost_of_Living_Index', 
and 'Healthcare_Index'. These columns not only provided a broad overview of the 
various factors influencing urban happiness but also served as the raw materials 
for our feature engineering process as presented in the equation 3. The creation of 
these new features necessitated careful preprocessing and transformation of the 
data. This included handling missing values, encoding categorical variables, and 
normalizing the data to ensure consistency and comparability across different 
scales. Such meticulous preprocessing provided a robust foundation for the 
subsequent modeling phase, ensuring that the input data effectively represented 
the complex realities of urban environments. 

 
Tr       rQu l ty   tur 

   Tr       ns ty      rQu l ty n  x
   Tr       ns ty    rQu l ty n  x
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2.3. Model Selection and Training 

In our quest to unravel the complexities of urban happiness, we embarked on 
an analytical journey with a suite of diverse machine learning models, each chosen 
for its unique strengths and suitability for various aspects of our multifaceted 
dataset. This selection encompassed CatBoost, Random Forest, Gradient Boosting, 
and Linear Regression as presented in the equation (4) – (7) respectively, forming 
a comprehensive ensemble that addresses different dimensions of data complexity 
and model interpretability. CatBoost emerged as a frontrunner in our modeling 
arsenal, primarily for its exceptional capability in managing categorical data, which 
forms a significant portion of our dataset. Its prowess in reducing overfitting, a 
common pitfall in machine learning endeavors, further solidified its position in our 
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study. The robustness of CatBoost is particularly advantageous in scenarios where 
the dataset is replete with categorical variables, making it a tool of choice for 
datasets reflecting the variegated nature of urban environments. 

Parallelly, we employed Random Forest, an ensemble learning method 
celebrated for its effectiveness in diminishing variance and overfitting. The 
inherent structure of Random Forest, building a multitude of decision trees and 
merging them for a more accurate and stable prediction, makes it particularly 
suitable for our complex dataset that includes both numerical and categorical 
variables. Its ability to handle such a mix with finesse is instrumental in dissecting 
the intricacies of urban happiness. Further augmenting our model suite is Gradient 
Boosting, another ensemble technique renowned for its precision and ability to 
optimize across various loss functions. The iterative nature of Gradient Boosting, 
where each new model incrementally improves upon its predecessor, lends itself 
to scenarios where accuracy is of utmost significance. This model's inclusion is 
pivotal in our pursuit of the most nuanced understanding of the factors 
contributing to urban happiness. Complementing these advanced models is Linear 
Regression, a fundamental statistical approach revered for its simplicity and 
interpretability. Its role in our study extends beyond its predictive capability; it 
serves as a baseline for comparison against the more complex models. The 
juxtaposition of Linear Regression's results with those of the advanced models 
provides a frame of reference to gauge the added complexity's effectiveness and 
necessity. The training process was meticulously designed to ensure the integrity 
and robustness of our findings. 

We commenced by partitioning the dataset into training and testing sets, a 
critical step that guarantees both sets are representative of the overall data 
spectrum as presented in the equation (8). The training phase was not merely an 
execution of predefined steps; it was an iterative process of learning and 
adaptation. Each model was attentively trained on the training set, with 
hyperparameters being meticulously fine-tuned through a series of experiments. 
This fine-tuning was not an exercise in trial and error but a deliberate strategy to 
optimize the models' performance, ensuring they are attuned to the subtleties of 
our data. To fortify the training process against overfitting and to validate the 
models' generalizability, we employed cross-validation as presented in the 
equation (9). This technique, pivotal in the realm of machine learning, entails 
dividing the dataset into several smaller sets and using these sets in rotation as 
training and validation data. Through cross-validation, we ensured that each 
model's performance was not a fluke of particular data quirks but a true 
representation of its predictive prowess. 
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2.4. Model Evaluation 

Model performance was primarily evaluated using the Root Mean Squared 
Error (RMSE) metric as presented in the equation (10). RMSE provides a clear 
measure of the model's accuracy by quantifying the difference between the 
predicted and actual values.  
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2.5. Ethical Considerations and Limitations 

Throughout the research process, ethical considerations were taken into 
account, particularly regarding data privacy and the use of publicly available data. 
The limitations of the study were also acknowledged, including the scope of the 
dataset and the inherent biases in machine learning models. 
 
3. RESULTS AND DISCUSSION 

The deployment of our selected machine learning models on the test dataset 
yielded insightful results, primarily evaluated through the lens of the Root Mean 
Squared Error (RMSE) as presented in the table 1. The RMSE scores for each model 
on the test data were as follows: CatBoost registered an RMSE of 0.932, Random 
Forest achieved an RMSE of 0.887, Gradient Boosting recorded an RMSE of 0.986, 
and Linear Regression presented an RMSE of 0.906. These results offer a rich 
ground for discussion, not only in terms of comparative model performance but 
also in their implications for urban happiness prediction and the underlying 
dynamics of the dataset. The Random Forest model emerged as the top performer 
with the lowest RMSE score of 0.887, indicating its superior predictive accuracy in 
our urban happiness dataset. This model's success can be attributed to its ability to 
handle the complex and non-linear relationships inherent in the multifaceted 
urban data. Random Forest's ensemble approach, which builds numerous decision 
trees and merges their results, provides a robust mechanism for capturing the 
diverse influences on urban happiness. 

CatBoost, with an RMSE of 0.932, also demonstrated commendable 
performance. Its specialization in handling categorical data likely contributed to its 
effectiveness, considering the significant presence of categorical variables in our 
dataset. The slightly higher RMSE compared to Random Forest could be indicative 
of CatBoost's sensitivity to certain features or a requirement for further 
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hyperparameter tuning. Linear Regression, with an RMSE of 0.906, surprisingly 
outperformed the more complex Gradient Boosting model (which had an RMSE of 
0.986). This outcome suggests that, despite the high dimensionality and 
complexity of the data, a simpler model like Linear Regression can still capture 
significant variance in urban happiness scores. It underscores the notion that more 
complex models do not always guarantee better performance, especially in 
datasets where linear relationships are prominent. 

 

Table 1. Machine Learning Results (RMSE) 
Methods RMSE 
CatBoost 0.932 

Random Forest 0.887 
Gradient Boosting 0.986 
Linear Regression 0.906 

 

 
The Gradient Boosting model, while generally highly regarded for its 

predictive accuracy, scored the highest RMSE in this study. This could be due to 
overfitting during training, where the model becomes too finely tuned to the 
training data, losing its generalizability to new data. Alternatively, it might indicate 
a mismatch between the model's complexity and the data's structure, suggesting a 
need for further refinement of the model's configuration. The results from our 
study have significant implications for urban happiness prediction. The 
effectiveness of Random Forest highlights the importance of ensemble methods in 
capturing the complex, layered nature of urban data. These methods, by 
aggregating multiple learning algorithms, provide a more nuanced understanding 
of the factors influencing urban happiness. 

The performance of Linear Regression, being close to that of more complex 
models, raises critical questions about model selection in urban studies. It suggests 
that while advanced machine learning models are powerful tools, simpler models 
should not be overlooked, as they can offer comparable accuracy with the added 
benefit of interpretability. This is particularly relevant for policymakers and urban 
planners who require clear, understandable models to inform their decisions. 
Moreover, the varying performances of the models underscore the need for a 
thoughtful approach to model selection, considering both the characteristics of the 
data and the specific research questions at hand. It also emphasizes the importance 
of comprehensive data preprocessing and feature engineering in enhancing model 
performance. 
 
4.  CONCLUSION 

The exploration into predicting urban happiness through various machine 
learning models has culminated in a comprehensive understanding of the 
intricacies involved in this domain. Our study, centered around the application and 
comparative analysis of CatBoost, Random Forest, Gradient Boosting, and Linear 
Regression models, has not only shed light on the predictive capabilities of these 
methods but also illuminated the complex nature of urban happiness itself. The 
findings of our research reveal a significant insight: the effectiveness of a machine 
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learning model in predicting urban happiness is profoundly influenced by its 
ability to handle the multifaceted and often non-linear relationships inherent in 
urban data. Random Forest emerged as the most effective model in our study, 
indicating the strength of ensemble methods in managing complex datasets. 
However, the competitive performance of the simpler Linear Regression model 
underscores an essential lesson in predictive modeling: complexity does not 
always equate to superiority. In certain scenarios, simpler models can offer 
comparable accuracy, with the added advantage of interpretability and ease of use. 

This research contributes to the growing body of knowledge in urban studies, 
particularly in the application of machine learning to urban planning and policy-
making. The nuanced understanding gained through this comparative analysis 
provides valuable guidance for urban planners and policymakers. It underscores 
the potential of data-driven approaches in enhancing urban life, emphasizing that 
the selection of appropriate predictive models is crucial in accurately capturing the 
dynamics of urban happiness. Furthermore, our study opens avenues for future 
research. The exploration of additional variables, alternative modeling techniques, 
and the application of these findings to different urban contexts could enrich the 
understanding of urban happiness. The potential of machine learning in this field is 
vast, and its full exploration requires continual and rigorous investigation. 
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