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Abstract 
Indonesian Smart Program (Program Indonesia Pintar “PIP”) is a government 

backing program aimed at scholars who come from poor or vulnerable families to finance 

education. Scholars entering PIP correspond of two orders, scholars who have a 

Indonesian Smart Card (Kartu Indonesia Pintar) Indonesian Health Card (Kartu 

Indonesia Sehat) and scholars who are recommended by the academy to get an education. 

The conventional way carried out by seminaries in furnishing education 

recommendations takes a long time and is prone to mismatch recommendations so that it 

can affect in the distribution of PIP backing that isn't on target. From these problems the 

authors are interested in conducting exploration by exercising data mining ways. This 

exploration compares the C4.5 algorithm and the Naive Bayes algorithm. Testing was 

carried out on 139 SDN 03 Karanganyar pupil data. The results of the test set up that the 

C4.5 algorithm is better than the naive bayes algorithm. So that the Rule generated by the 

C4.5 algorithm can be used to make a decision-making system at SDN 03 Karanganyar. 

 

Keywords: Data Mining, Classification, C4.5, Naïve Bayes, PIP 
 

Abstrak 
Program Indonesia Pintar (PIP) adalah program pemerintah yang ditujukan bagi 

para siswa yang berasal dari keluarga miskin atau rentan untuk membiayai pendidikan. 

Penerima beasiswa yang masuk PIP terdiri dari dua kategori,yaitu penerima beasiswa 

yang memiliki Kartu Indonesia Pintar (Kartu Indonesia Pintar), Kartu Indonesia Sehat 

(Kartu Indonesia Sehat) dan penerima beasiswa yang direkomendasikan oleh sekolah 

untuk mendapatkan beasiswa. Cara konvensional yang dilakukan sekolah dalam 

memberikan rekomendasi pendidikan memakan waktu yang lama dan rentan terhadap 

ketidaksesuaian rekomendasi sehingga berdampak pada penyaluran bantuan PIP yang 

tidak tepat sasaran. Dari permasalahan tersebut penulis tertarik untuk melakukan 

eksplorasi dengan melakukan cara data mining. Eksplorasi ini membandingkan algoritma 

C4.5 dan algoritma Naive Bayes. Pengujian dilakukan terhadap 139 data siswa SDN 03 

Karanganyar. Hasil pengujian menunjukkan bahwa algoritma C4.5 lebih baik 

dibandingkan dengan algoritma Naive Bayes. Sehingga Rule yang dihasilkan oleh 

algoritma C4.5 dapat digunakan untuk membuat sebuah sistem pengambilan keputusan di 

SDN 03 Karanganyar. 

 

Kata Kunci: Data Mining, Klasifikasi, C4.5, Naïve Bayes, PIP 
 

1. Introduction 
Education is commodity that every Indonesian citizen must have. Educating the nation 

is commanded in the preamble of the UUD 1945 Constitution as well as Composition 31 

paragraph 1 of the 1945 Constitution which states that" Every citizen has the right to 

education". And it must be a priority in terms of education with at least 20 percent of the 

APBN and APBD for education according to the 1945 Constitution Article 31 paragraph 
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4 [1]. Despite the current data, it's still delicate for the government to balance the 

obligation to equate education throughout Indonesia to ameliorate the quality of 

education[2]. Until now, the powerhouse rate for abecedarian, inferior high, high 

academy, and public and private vocational seminaries in 2021 alone in Indonesia has 

reached 83.7 thousand [3]. And the loftiest powerhouse rate passed in 2017 reaching up to 

187,828 [4]. 

Economics is one of the factors causing the uneven education that occurs in Indonesia, 

which clearly affects the low participation rate of the community in education[5]. The 

high cost of education presently results in the incapability of people with low husbandry 

to pierce education, performing in a gap [6]. One form of trouble made by the government 

in making guaranteed access to education by furnishing education backing aimed at 

children with low profitable families is the Indonesian Smart Program (Program 

Indonesia Pintar). With the end of minimizing or minimizing the possibility of dropping 

out of academy due to difficulty in paying for education so that they can continue at 

advanced education position[7] and at least adding academy participation of children 

progressed( 6- 21 times) to get 12 times of natural education. 

The Indonesian Smart Program (Program Indonesia Pintar) is backing issued by the 

Ministry of Education and Culture in the form of cash, expanded access, or learning 

openings handed to scholars from poor families with the end of helping to get an 

education. The Ministry of Education and Culture will match pupil data in Integrated 

Social Welfare Data (Data Terpadu Kesejahteraan Sosial) managed by the social service 

office with dapodik to determine the eligibility of PIP donors. seminaries manage to input 

pupil data in dapodik according to the PIP philanthropist criteria [8]. The criteria that are 

considered by the recommendation include several aspects, videlicet casing conditions, 

achievements, average report card scores, parents' income, and dependents. This is why 

Indonesian Smart Program (Program Indonesia Pintar) donors aren't only scholars who 

have Indonesian Smart Card (Kartu Indonesia Pintar) but also scholars who get 

recommendations from seminaries grounded on data contained in Basic Education Data 

(Data Pokok Pendidikan “dapodik”)  grounded on Indonesian Smart Program (Program 

Indonesia Pintar) philanthropist criteria. 

Seminaries registering scholars in Basic Education Data (Data Pokok Pendidikan 

“dapodik”) in opting Indonesian Smart Program (Program Indonesia Pintar) Donors still 

use conventional styles so that it takes a long time. As well as the possibility of 

incompatibility of recommendations with the criteria for Indonesian Smart Program 

(Program Indonesia Pintar) donors which can affect in the distribution of Indonesian 

Smart Program (Program Indonesia Pintar) programs that aren't on target [9], that the data 

set up by BPK in the 2018- 2020 Ministry of Education and Culture, the perpetration of 

the Indonesian Smart Program (Program Indonesia Pintar) program isn't acceptable, this is 

because the data used as a source of proposing prospective donors isn't dependable. This 

results in the distribution of backing for Indonesian Smart Program (Program Indonesia 

Pintar) not being right on target and there are still numerous children who should admit 

backing who don't admit it [8].  

A analogous problem still occurs at SDN 03 Karanganyar, where the determination of 

recommendations made on numerous scholars is quite a burdensome workload for 

seminaries. With 139 scholars with different conditions and circumstances, of course, 

determining recommendations is delicate. Still, with this data, a fashion can be employed, 

videlicet data mining. Where the data mining fashion itself is the process of chancing 

knowledge or information hidden from data [10]. Grounded on the problems that do, 

bracket ways are the most applicable in opting donors of Indonesian Smart Program 

(Program Indonesia Pintar) backing. 

The use of data mining ways is frequently used with the end of clusterization, 

vaccination, bracket [11]. As the base of the data analysis process, bracket is a fashion 

that can be used to gain new useful information from data by forming a rule or rule 
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grounded on relating objects into classes, groups, or orders grounded on procedures, 

characteristics and delineations [12]. Student data at SDN 03 Karanganyar clearly has 

characteristics so that identification of groups or classes can be made grounded on the 

closeness of the attributes of the data. Algorithms in bracket styles that are popular 

moment are theC.45 algorithm and naive bayes [13]. 

Classification methods in data mining can be implemented on various data, with the 

C4.5 algorithm there is a decision tree and can process numerical and discrete data to 

produce rules or rules that are fast and easy to interpret[14], such as research conducted 

by (Astuti et al., 2023) which obtained a high accuracy value of up to 100% on classifying 

and grouping internet quota sales data using the C4.5 algorithm in 2021-2022. While the 

naïve bayes algorithm provides a practical way with a combination of data and is easy to 

apply ([15]. In recent research conducted by [16] using the naïve bayes algorithm, the 

resulting classification has a high enough accuracy of 89% in selecting data on non-cash 

food aid recipients. So, this research aims to compare the use of the C4.5 and naive bayes 

algorithms based on accuracy, precision and recall in Classifying Indonesian Smart 

Program (Program Indonesia Pintar) beneficiary recommendation data. The comparison 

carried out on the two algorithms is useful for knowing the best algorithm that can be 

used in classifying student data recommendations for Indonesian Smart Program 

(Program Indonesia Pintar) beneficiaries and as a supporting aspect in decision-making. 

 

2. Reseach Methodology 
This research was conducted on 139 SDN 03 Karanganyar student data which will be 

processed using data mining methods with classification techniques applying the c4.5 and 

naïve bayes algorithms. The following is a framework for the research conducted. 

 

 
Figure 1. Research Framework 

 

2.1. Literature study 

To achieve the goal, this stage is carried out by searching for literature that can be used 

regarding data mining, classification, C4.5 algorithm, naïve bayes algorithm taken from 

various reading materials that can support research. The literature search is based on 

previous research to its development and the latest research 

 

2.2. Data Collection 

The data used uses student data contained in SDN 03 Karanganyar. Data registered 

into dapodik as a recommendation for Indonesian Smart Program (Program Indonesia 
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Pintar) beneficiaries in the form of achievement data, average report card scores, parents' 

income, dependents, and housing conditions. The school plays an important role in 

entering student data for Indonesian Smart Program (Program Indonesia Pintar) 

beneficiary recommendations into dapodik [8]. All student data is used in this research. 

 

2.3. Implementation C4.5 Algorithm 

The C4.5 algorithm is a development of the ID3 algorithm discovered by Ross 

Quinlan, the C4.5 algorithm is used to classify data that has attributes in the form of 

numeric or categorical. The C4.5 algorithm is an algorithm for data classification. In the 

C4.5 algorithm before building a decision tree the most important thing to do is determine 

the attribute as the root [8]. Where the model rules or rules and decision trees formed in 

the C4.5 algorithm are easy to interpret and change [17]. 

In the C4.5 algorithm there are several stages in making a decision tree, namely: 

1. Preparing training data. Training data is usually taken from historical data that has 

occurred before or called past data and has been grouped into certain classes 

2. Calculating the root of the tree. The root will be taken from the attribute that will be 

selected, by calculating the gain value of each attribute, the highest gain value will be 

the first root. Before calculating the gain value of the attribute, first calculate the 

entropy value. To calculate the entropy value, the formula is used. 

Entropy (S)  ∑       
   log2 (pi)      (1) 

Description: 

S: case set 

n: number of partitions 

pi: proportion of si to S 

3. Calculate the gain value using the following equation 

Gain(S,A) = entropy(S) - ∑
    

   

 

   
 Entropy (Si)           (2) 

Description: 

S: Case Set 

A: Fitur 

n: Number of partitions 

|Si|: Proportion of Si to S 

|S|: Number of a case 

4. Repeat Step 2 and Step 3 until all records are partitioned. 

5. The decision tree partitioning process will stop when: 

a. All records in node N get the same class. 

b. No attribute in the record is partitioned anymore 

c. There are no records in the same branch 

 

2.4. Implementation Naïve Bayes Algorithm 

The naive bayes algorithm is a simple probability-based prediction technique based on 

the application of the bayes rule with the assumption of strong dependence or 

independence [18]. This algorithm is also included in the classification algorithm as well 

as C4.5. Easy to use for machine learning data is an advantage of the naive bayes 

algorithm, then the naive bayes algorithm only requires one scan of the training data, and 

is used for handling missing attribute values and continuous data. The naïve bayes 

algorithm has another advantage, namely because it is easy to build, so it does not require 

complicated iterative estimation schemes and parameters which can be directly applied to 

large or large data [15]. In addition, the naïve bayes algorithm is easy to interpret and has 

consistent performance on a high-dimensional scale (Basuki, 2023). And this method can 

determine classification estimation parameters based only on relatively small training data 
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[19]. To classify data using the naïve bayes algorithm, you can use the following 

equation: 

P(R|S) =  
          

    
        (3) 

Description: 

R  : Data for which the class is sought 

S  : Hypothesis on special class data 

P(R|S) : Probability value based on hypothesis R that is based on condition S 

P(R) : Probability value under hypothesis R 

P(S|R) : Probability value of S based with hypothesis R 

P(S) : Probability value of S 

 

2.5. Result Testing 

Testing of the results of data implementation carried out on both algorithms is carried 

out using rapid miner software. The testing mechanism is carried out using existing 

variables in the form of data from SDN 03 Karanganyar students, namely achievement, 

activeness, parents' income, number of dependents and student housing conditions. 

Testing is carried out on the C4.5 and naïve bayes algorithms with the same measurement 

standards so that a better algorithm can be found. The test results are presented in a 

confusion matrix or commonly referred to as a confusion table which is a method that can 

be used to calculate accuracy in data mining which can then also be used to find the 

precision and recall values of the calculation results. This table has a function to record 

the results obtained so that a match is found and is used to measure the performance of the 

classification method[20]. Performance measurement in the confusion matrix can be 

interpreted as follows. 

Table 1. Confusion matrix 
Class Classified Positive Classified Negative 

Positive 

TP (True Positive) correctly detected 

data 

 

FN (False Negative) positive data 

that is detected incorrectly 

Negative 
FP (False Positive) negative data but 

detected as positive data 

TN (True Negative) negative data 

detected correctly 

 

To be able to know the performance of each algorithm tested, the next step is to 

calculate the accuracy, precision and recall values of the test results [21].  

Accuracy is a depiction of how accurately an algorithm can classify data correctly. This 

means that the number of correct predictions divided by the total amount of data is 

formulated in the following equation. 

Accuracy = 
       

                
       (4)         

 

Precision is a description of the number of data with positive categories that can be 

classified correctly divided by the total data classified as positive with the following 

equation. 

Precision =
  

       
 x 100 %       (5) 

                 

Recall shows the percentage of correctly classified positive category data according to the 

following equation. 

Recall = 
  

       
 x 100 %       (6) 

 

2.6. Comparison and analysis 

Comparisons are made on the results of calculations and tests based on the results of 

calculations carried out using rapid miner software, the amount of accuracy, precision, 
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and recall being the benchmark for the performance of algorithms in calculating data. 

Comparisons made between the C4.5 algorithm and the naïve bayes algorithm can help in 

drawing conclusions. The analysis is carried out to be able to find out the information 

obtained from the comparison of the test results so that the algorithm with the best or 

efficient performance can be determined. 

 

2.7. Conclusion Drawing 

The end of this research is drawing conclusions based on calculations, comparisons, 

and tests carried out on results based on data owned by applying the c4.5 algorithm and 

the naïve bayes algorithm. Conclusions are drawn as a result of the research carried out as 

a red thread to achieve the objectives of this research. 
  

3. Result and Discussion 
The following are the results and discussion of this research: 

3.1. Implementation of C4.5 Algorithm 

The application of the C4.5 algorithm to SDN 03 Karanganyar student data will form 

rules and a decision tree [22]. Entropy calculations are performed on the total of all data 

and each attribute in the data. Gain calculation is also done on all attributes in the data. 

The largest attribute gain value is set as the root node in the first iteration or node 1.  Total 

entropy in this study is sought by minus recommendations per amount of data multiplied 

by log2 of recommendations per amount of data plus minus no recommendations per 

amount of data multiplied by log2 of no recommendations per amount of data. When 

looking for the entropy value per attribute, the amount of data is replaced with the number 

of recommendations and not recommendations on the attribute value. The calculation of 

the gain value is sought by the total entropy minus the number of attribute values per 

amount of data multiplied by the entropy of the attribute minus the results of the 

calculation in the same way on each attribute. The calculation results are presented in the 

following table 

Table 2. Node 1 
Attribute Total Recommendations Not Entropy Gain 

 139 51 87 1.271  

Average score      

≥ 90 44 26 18 1.624  

≥ 80 83 29 59 1.096  

≥ 70 12 1 11 0.441  

     0.064 

achievements      

Many 48 19 29 1.315  

Enough 50 14 36 1.055  

Less 41 18 23 1.397  

     0.025 

Income      

≥ 4 million 8 0 8 0.000  

≥ 3 million 12 3 9 0.978  

≥ 2 million 27 8 19 1.096  

< 2 million 92 40 52 1.390  

     0.054 

Dependents      

>5 30 11 19 1.255  

<4 109 40 69 1.256  

     0.015 

House Condition      

Less feasible 41 34 7 1.747  

Feasible 98 17 81 0.758  

     0.221 
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From the calculation of the gain value on each of these attributes, a comparison is 

made and it can be concluded that the gain value of the house condition is the highest gain 

value, so the condition of the house becomes the root node [23]. The house condition 

attribute has 2 values, namely less and feasible, to determine the next node, it is necessary 

to do calculations on less and feasible values, because the classification of both values is 

not absolute recommendation or not. It can be interpreted that even though the condition 

of the house It is a priority to determine beneficiaries but it is not absolute that students 

with decent home conditions cannot receive assistance because consideration is also based 

on several other supporting attributes. In the next node, the values of the amount of data 

and total entropy are replaced with the number and entropy of the attribute with the 

greatest gain in the previous calculation. The attribute of the condition of the house is not 

recalculated because it has become a root note and so on every iteration of the highest 

gain value will be taken and leave another attribute, calculated until the last attribute 

remains. 
Table 3. Node 2 

Attribute Total Recommendations Not Entropy Gain 

 41 34 7 1.747  

Average score      

≥ 90 13 13 0 0  

≥ 80 24 20 4 1.745  

≥ 70 4 1 3 0.977  

     1.417 

achievements      

Many 12 10 2 1.745  

Enough 12 10 2 1.745  

Less 17 14 3 1.748  

     1.231 

Income      

≥ 4 million 0 0 0 0  

≥ 3 million 0 0 0 0  

≥ 2 million 1 1 0 0  

< 2 million 33 26 7 1.752  

     1.331 

Dependents      

>5 8 8 0 0  

<4 33 26 7 1.752  

     1.331 

 

The value attribute becomes the gain with the highest value, in the value attribute a comparison 

is made between the amount of entropy and the attribute value with the highest amount of entropy 

is taken. 

Table 4. Node 3 

Attribute Total Recommendations Not Entropy Gain 

 24 20 4 1.745  

achievements      

Many 12 10 2 1.745  

Enough 12 10 2 1.745  

Less 17 14 3 1.748  

     1.230 

Income      

≥ 4 million 0 0 0 0  

≥ 3 million 0 0 0 0  

≥ 2 million 1 1 0 0  

< 2 million 33 26 7 1.748  

     1.242 
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Attribute Total Recommendations Not Entropy Gain 

Dependents      

>5 8 8 0 0  

<4 32 25 7 1.751  

     189.1 

 

The dependent attribute of parents has the highest gain value at iteration or node 3, so the 

remaining two attributes, namely income and achievement. 

 

Table 5. Node 4 

Attribute Total Recommendations Not Entropy Gain 

 32 25 7 1.751  

achievements      

Many 6 4 2 1.698  

Enough 5 4 1 1.752  

Less 6 5 1 1.745  

     1.572 

Income      

≥ 4 million 0 0 0 0  

≥ 3 million 0 0 0 0  

≥ 2 million 1 1 0 0  

< 2 million 16 12 4 1.745  

     1.550 

 

The last remaining attribute is parental income, which became the last node in the calculation using 

the application of the C4.5 algorithm in this study. 

 

Table 6. Node 5 

Attribute Total Recommendations Not Entropy Gain 

 5 4 1 1.752  

Income      

≥ 4 million 0 0 0 0  

≥ 3 million 0 0 0 0  

≥ 2 million 1 1 0 0  

< 2 million 16 12 4 1.745  

     1.551 

 

From the calculations made, a decision tree will be formed. Based on the decision tree, it can be 

used in decision making by interpreting solutions to problems that arise based on existing rules 

[24]. Decision trees play a role in exploring data, finding hidden relationships between variables in 

the data. The decision tree in this study is of course about recommendations based on the priority 

level of entropy and gain calculations on SDN 03 Karanganyar student data. Similarly, in making a 

decision will be influenced by many factors making considerations before making decisions. 
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Figure 2. Decision Tree 

 

3.2. Implementation of Naïve Nayes Algorithm 

This algorithm is an algorithm that performs simple probabilistic classification and 

calculates the probability of a set of data by summing the frequencies or attributes of 

existing data. The method contained in the naïve bayes algorithm needs to be known that 

in the classification process requires instructions to determine the class or category for the 

data analyzed, therefore data testing and training data are needed. This naïve bayes 

algorithm is widely used in text classification that has problems with various classes, this 

is because it takes relatively little time to manage data. Starting with calculating the total 

probability value or prior probability in the training data, namely in this study with 

recommendation attributes or not recommendations divided by the amount of data. 

Probability calculation is the focus of this algorithm [25]so it is carried out on all 

attributes owned. 
Table 7. Probability Prior 

(P(Ci)) Recommendations Not 

 0.366 0.633 

 

In Naïve Bayes, this method is also used to perform probability predictions of different 

classes based on attributes. In this study, the determination of attribute probability is 

carried out on each value on the attribute divided by the number of attributes included in 

the recommendation or not recommended. 

 
Table 8. Probability Attribute 

(P(Ci)) Recommendations Not 

 0.366 0.633 

Average Score   

75 0.020 0.125 

80 0.314 0.420 

85 0.157 0.250 

90 0.431 0.170 

95 0.078 0.034 
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(P(Ci)) Recommendations Not 

Achievements   

Less 0.353 0.261 

Enough 0.275 0.409 

Many 0.373 0.330 

Parents Income   

800000 0.157 0.068 

850000 0.078 0.011 

900000 0.235 0.080 

950000 0 0.023 

1000000 0.196 0.148 

1100000 0.039 0.023 

1200000 0.039 0.080 

1300000 0 0.045 

1400000 0.020 0.023 

1500000 0.020 0.091 

2000000 0.059 0.114 

2500000 0.098 0.102 

3000000 0.059 0.034 

3500000 0 0.068 

4000000 0 0.023 

4200000 0 0.034 

4300000 0 0.011 

4500000 0 0.023 

Dependents   

2 0.019 0.011 

3 0.313 0.295 

4 0.450 0.477 

5 0.156 0.204 

7 0.058 0.011 

Home Condition   

Less Feasible 0.666 0.079 

Feasible 0.333 0.920 

 

Calculation with the naïve bayes algorithm is followed by calculating the probability of 

testing data based on the results of the probability of each attribute of the training data. 

Where in this study each data is calculated to the possibility of being recommended or not 

recommended, if one of the two classes is higher in grade, it is included in the class with 

the highest score. The calculation of testing data is carried out for the recommendation 

prediction class as follows. 

P(Student Name Recommendation) = P(Average Report Score Recommendation) x P(Achievements 

Recommendation) x P(parents Income Recommendation) x P(Dependents Recommendation) x P(House 

Condition Recommendations)  

Meanwhile, the calculation on the testing data for the prediction class is not recommended 

as follows. 

P(Student Name Not Recommendation) = P(Average Report Score Not Recommendation) x 

P(Achievements Not Recommendation) x P(parents Income Not Recommendation) x P(Dependents Not 

Recommendation) x P(House Condition Not Recommendations)  

The result of the calculation is a prediction obtained in the application of the naïve bayes 

algorithm. Of course, there can be found disapproval of the resulting class because of the 

accuracy value possessed by the naïve bayes algorithm 

 itself. The naïve bayes algorithm is classified as an algorithm that is easy and fast in 

predicting data. 
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3.3. Testing Results 

In conducting testing, of course, it must be done with uniform assessment standards in 

order to find out the best algorithm through comparisons made. Testing conducted in this 

study by doing calculations manually with Microsoft Excel. And using rapid miner 

software that applies the C4.5 algorithm with the naïve bayes algorithm with the features 

owned by the rapid miner software as needed to determine the prediction results of the 

C4.5 algorithm and naïve bayes. Based on calculations made from manual methods and 

using rapid miner software shows the same results. 
 

 
Figure 3. Calculation of riped miner algorithm Naïve Bayes 

 

 
Figure 4. Calculation of RapidMiner algorithm C4.5 

 

Below are the results of calculations performed using RapidMiner by applying C4.5 

and Naïve Bayes algorithms to identical training data and test datasets. 
 

Table 9. Confusion table of test results on rapid miner with C4.5 algorithm 
Predicted Recommendations Not 

Recommendation 48 8 

Not 3 80 

 

Table 10. Confusion table of test results on rapid miner with Naïve Bayes algorithm 
Predicted Recommendations Not 

Recommendation 35 9 

Not 16 79 

 

To evaluate the performance of each algorithm tested, the next step is to calculate the 

accuracy result value, the precision result value, and the recall value of the calculation 

results. The test results on the data are as follows. 

Table 11. Confusion table 
Algorithm 

Testing C4.5 Naïve Nyes 

Accuracy 92% 82% 

Precision 94% 68% 

Recall 85% 79% 
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From tests conducted on data applying the C4.5 algorithm and naïve bayes based on 

accuracy, it can be analyzed that the accuracy obtained by the C4.5 algorithm is 92% 

higher than the accuracy obtained from the naïve bayes algorithm by 82%. Accuracy is 

obtained from the right number of predictions based on testing data and predictions from 

training data divided by the total amount of data can be concluded that the accuracy of 

data calculations using the C4.5 algorithm is superior, because it is able to classify data 

with more correct [26]. 

Based on the results of tests conducted by calculating the precision of the results of 

calculating the prediction of Indonesian Smart Program (Program Indonesia Pintar) 

beneficiaries with the application of the C4.5 algorithm and naïve bayes, it can be 

analyzed that the precision value produced by the C4.5 algorithm is 94% and the precision 

value produced by the Naïve bayes algorithm is 68%. The precision produced by the C4.5 

algorithm is higher than that produced by the Naïve Bayes algorithm. In testing by 

calculating the precision value, it can be concluded that the c4.5 algorithm is better than 

the naïve bayes algorithm, this is because the greater the precision results produced, the 

possibility of changes in each calculation will be smaller [27], so that the results of the 

calculation will have the opportunity to have the same or consistent results even though 

several repetitions or experiments are calculated. 

Tests conducted by calculating the recall value, the calculation of data using the C4.5 

algorithm gets a value of 85% and the results of calculating recall using the naïve bayes 

algorithm of 79%. From these results, it can be interpreted that the C4.5 algorithm is 

better than the naïve bayes algorithm. This is because the amount of recall value shows 

that the amount of data with a positive category [28] if in this study is data that is 

classified as recommended can be classified correctly using the C4.5 algorithm. 

From the tests carried out by calculating the accuracy, precision, and recall of the 

results of the two algorithms used, namely C4.5 and naïve bayes, the C4.5 algorithm is 

better at testing accuracy, precision and recall, this is because the value of the test results 

obtained by the C4.5 algorithm is higher than the naïve bayes algorithm. This test was 

conducted to support the decision-making process and determine a better algorithm 

between C4.5 and Naïve Bayes in calculating the prediction of Indonesian Smart Program 

(Program Indonesia Pintar) beneficiary recommendations. 

 

4. Conclusion 
By referring to the results of calculations and trials carried out, it can be concluded 

that. Implementation can be carried out effectively on student data at SDN 03 

Karanganyar to determine recommendations for Indonesian Smart Program (Program 

Indonesia Pintar) beneficiaries by utilizing the C4.5 algorithm and the Naïve Bayes 

algorithm. Based on tests carried out on the results of recommendations for Indonesian 

Smart Program (Program Indonesia Pintar) beneficiaries, the C4.5 algorithm was better in 

testing with an accuracy value of 92%, a precision value of 94%, and a recall value of 

85%. From this comparison it can be concluded that the C4.5 algorithm is more effective 

in producing recommendations for Indonesian Smart Program (Program Indonesia Pintar) 

beneficiaries based on student data at SDN 03 Karanganyar. This can be seen from the 

results of higher accuracy measurements, showing the ability to classify data more 

accurately and with greater volume. In addition, the algorithm is able to classify positive 

data better, which in the context of this research refers to recommended data. Apart from 

that, the C4.5 algorithm is also quite good and fast in classifying data and has a higher 

precision value compared to the Naïve Bayes algorithm where the results obtained tend to 

be more consistent because the results obtained have relatively small differences in each 

calculation. even though it has been done many times. general. By referring to the 

calculations, standard results, data trials, and calculations carried out in this research, it 

can be concluded that the C4.5 algorithm and the Naïve Bayes algorithm can be 
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implemented in designing the development of a decision-making system for decision 

making. recommendations to students. The rules generated from these two algorithms can 

be a basic reference for decision making program rules that can be applied at SD N 

Karanganyar. 
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