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Abstract 
Skin cancer is the most common type of cancer globally, and early detection is crucial for 

effective treatment. This research reviews the use of deep learning techniques in detecting and 

diagnosing skin cancer. A review of current methodologies was conducted to propose new 

strategies for improving the accuracy and reliability of the detection and diagnosis processes. 

Various deep learning models, including convolutional neural networks, were evaluated using 

three publicly available datasets. The PSO algorithm was utilized for segmentation and 

feature extraction, while also exploring the impact of transfer learning, data augmentation, 

and model ensemble on model accuracy. The findings of this study indicate that deep learning 

techniques can significantly enhance the detection and diagnosis of skin cancer. 

 

Keywords: Skin Cancer Detection, PSO Algorithm, AlexNet, ResNet-50, VGG16 

 

1. Introduction 
Despite being the most common type of cancer worldwide, skin cancer remains a 

significant cause of mortality on a global scale [1], [2]. Timely detection and diagnosis are 

essential for successful treatment outcomes. Recent advancements in artificial intelligence, 

especially deep learning, have facilitated the creation of automated techniques for detecting 

and diagnosing skin cancer [3]. These systems can perform medical image analysis, such as 

dermoscopy image analysis, and provide accurate diagnoses [4]. Deep learning employs 

algorithms to detect data patterns, uncovering patterns in complex datasets like images, audio, 

and videos. These algorithms identify patterns and make predictions from large datasets, 

enhancing machine intelligence [5]. As a result, deep learning has attracted considerable 

attention in medical imaging, where algorithms are utilized to analyze medical images and 

enhance the detection accuracy of skin cancer, providing more precise diagnoses. [6]. 

A variety of deep learning algorithms have been devised for the detection and diagnosis of 

skin cancer, such as support vector machines (SVMs), deep neural networks, convolutional 

neural networks (CNNs), and recurrent neural networks (RNNs) [7], [8]. Each of these 

algorithms has its own advantages and disadvantages. SVMs, a specific type of algorithm 

within deep learning, can categorize data into multiple groups. Their capability to analyze 

intricate medical images and offer dependable diagnoses makes SVMs an outstanding choice 

for the detection and diagnosis of skin cancer [9]. 

Recent studies have demonstrated that automated systems can identify and diagnose skin 

cancer using medical images [10], [11]. Implementing these algorithms has the potential to 

enhance diagnostic accuracy and efficiency, thereby improving overall clinical outcomes for 

patients. [12]. This is particularly important as early detection of skin cancer can significantly 

enhance the effectiveness of treatment, potentially saving lives [13], [14]. 

Deep learning's ability to handle large datasets, including high-resolution medical images, 

makes it a powerful tool in combating skin cancer. CNNs, specifically designed for pixel data 

processing, have proven highly effective in analyzing dermoscopy images. [15]. CNNs can 
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learn to identify patterns and features that indicate skin cancer from extensive image data, 

resulting in highly accurate diagnostic outcomes [16]. 

Additionally, deep learning methods like transfer learning, data augmentation, and model 

ensemble boost the accuracy of these systems. Transfer learning, for instance, uses a pre-

trained model for a related problem, saving time and computational resources while 

enhancing performance [17]. Data augmentation techniques, which generate additional 

training data from existing data, help in creating more robust models by reducing overfitting. 

Model ensemble, which combines predictions from multiple models, often leads to improved 

accuracy compared to using a single model [18]. 

Previous studies have used deep learning techniques to detect and diagnose skin cancer. 

For example, an intelligent Region of Interest (ROI) system based on transfer learning was 

developed to distinguish melanoma from benign nevi. The system employed an updated k-

means method to extract images into ROIs, which were then used to train a CNN-based 

transfer learning model. Data augmentation was applied to ROI images sourced from DermIS 

and DermQuest datasets to identify discriminative features from melanoma-only images [19]. 

Melanoma detection from cutaneous lesions was explored, focusing on pre-processing and 

segmentation of skin lesion images. The study compared existing technologies and addressed 

categorization methods for classifying skin lesions into skin cancer categories [20]. The use 

of three methods for prediction: two traditional deep learning classifiers and a convolutional 

neural network trained on skin lesion boundaries, texture, and color. These methods are 

integrated via majority voting to enhance their results. Testing has demonstrated that 

maximum accuracy is achieved when all three approaches are used concurrently. An 

integrated deep feature fusion approach for skin cancer detection was introduced, where 

AlexNet and VGG-16 extract features from segmented skin lesion images and combine them 

for classification [21]. A thorough review of deep learning methods for early detection of skin 

cancer was conducted by analyzing several high-quality research papers. The study revealed 

that CNNs outperform other neural network types in image data identification due to their 

direct association with computer vision. [22]. 

Despite advancements in deep learning for skin cancer detection, challenges like limited 

dataset generalization and scalability remain. This study uses ensemble learning to improve 

detection accuracy and compares its method with previous approaches. 

 

2. Research Methodology 
The primary objective of this work is to identify images of skin cancer using VGG16 

architecture, while also comparing the performance to AlexNet and ResNet-50. Image pre-

processing techniques, including morphological image processing and the Hough transform, 

were utilized. 

 
Figure 1. Research Stage 
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Based on Figure 1, the explanation for each stage is as follows: 

2.1. Dataset Description 

This research uses the HAM10000 dataset from Kaggle, featuring 10,015 dermatoscopic 

images of diverse skin lesions for dermatology studies [23]. Accompanied by metadata 

including diagnosis type, patient age, gender, and lesion location, the images are stored in 

JPG format with unique identifiers, while CSV files contain corresponding metadata and 

labels for easy mapping and utilization in training and evaluating machine learning algorithms 

for automated skin cancer diagnosis [24]. 

 

2.2. Data Pre-processing 

In image classification pre-processing, various methods are applied sequentially to 

enhance accuracy in basic convolutional networks [25]. Initially, images are read into 

memory by storing their file paths and using programming functions for loading. Resizing 

methods are then employed to display and compare images, facilitating size transformation 

for uniform processing. Gaussian blur, a widely used technique in graphics, effectively 

reduces noise and enhances image quality by convolving with a Gaussian kernel. 

Morphological operations further refine images by manipulating pixel structures using 

predefined shapes, enhancing features, segmenting objects, and preparing images for 

subsequent computer vision tasks with improved clarity and interpretability [26].\ 

 

2.3. Image Segmentation using PSO 

Image segmentation using Particle Swarm Optimization (PSO) is a method where the goal 

is to partition an image into meaningful segments or regions. This preprocessing step is 

crucial for tasks like pattern recognition and feature extraction in image processing [27]. This 

iterative process aims to find an optimal segmentation that divides the skin images into 

background and foreground regions effectively. PSO's ability to explore and exploit search 

spaces makes it useful for extracting relevant features from images, enhancing subsequent 

analysis and classification tasks in computer vision [28]. The PSO formula updates particle 

positions and velocities based on their own experiences and the best experiences of their 

neighbors [29], [30]: 

Update Velocity 

   
       

      (       
    

 )      (       
    

 )      (1) 

where: 

  
  is the velocity of particle   at iteration  . 

  is the inertia weight, controlling the impact of the previous velocity. 

   and    are acceleration coefficients (cognitive and social components, respectively). 

   and    are random numbers uniformly distributed in        
       

  is the best position (fitness) of particle   up to iteration  . 

       
  is the best position (fitness) among all particles in the swarm up to iteration  . 

 

Update Position 

   
      

    
    (2) 

where: 

  
  is the current position of particle   at iteration  . 

   
    is the updated position of particle   at iteration    . 
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PSO iteratively updates particle positions and velocities to find optimal solutions, 

efficiently exploring the search space using individual and swarm knowledge, making it 

effective for optimization tasks like image segmentation and feature extraction [31]. 

 

2.4.  Deep Learning Technique 

In this section, the Background of Skin Cancer outlines the architecture of the existing 

models, AlexNet and ResNet-50, as well as our proposed model, VGG16. 

a) AlexNet 

The architecture has eight layers: five convolutional and three fully connected. 

Convolutional layers use overlapping max-pooling, and all outputs are connected to the 

ReLU activation function [32]. 

 

 
Figure 2. AlexNet Architecture 

 

A SoftMax activation layer in AlexNet provides a distribution of 1,000 class labels. 

AlexNet processes 256x256 RGB images with 650,000 neurons and 60 million 

parameters. Dropout layers in the first two fully connected layers prevent overfitting. 

[33]. 

b) ResNet-50  

Microsoft's ResNet-50, a 50-layer CNN, uses residual blocks with shortcut connections to 

enhance image classification accuracy. Each residual block has three convolutional layers 

with direct input links. [34]. ResNet-50's shortcut connections allow deeper, more 

complex feature learning. Using batch normalization and ReLU activation, it excels in 

image classification, object detection, and segmentation. Its state-of-the-art performance 

on benchmarks like ImageNet makes it ideal for transfer learning in computer vision. 

[35]. 

 
Figure 3. ResNet-50 Architecture 
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c) VGG16 

VGG16, developed by Andrew Zisserman and Karen Simonyan at Oxford, marked a 

significant milestone in computer vision. Conceptualized in 2013, it was finalized for the 

2014 ILSVRC ImageNet Challenge.[36]. The ILSVRC is an annual competition 

evaluating large-scale image classification and object detection techniques. 

 

 
Figure 4. VGG16 Architecture 

 

2.5. Model Training, Validation and Testing 

Model training, validation, and testing are crucial for ensuring the effectiveness and 

reliability of deep learning models for skin cancer detection and diagnosis [37]. During 

training, models like VGG16, ResNet-50, or AlexNet are trained on labeled datasets such as 

HAM10000, adjusting weights to minimize prediction error [38]. Validation involves 

evaluating the model on a separate set to tune hyperparameters and prevent overfitting [39]. 

Finally, testing assesses the model's performance on an independent test set, providing an 

objective measure of accuracy, precision, and recall [40]. These steps ensure the model's 

robustness and reliability in clinical applications. 
 

3. Results and Discussion  
3.1. Experimental Results 

Recent research shows promising results using deep learning for skin cancer detection. 

This study evaluates models like VGG16, ResNet-50, and AlexNet, trained on the diverse 

HAM10000 dataset to identify various skin lesions accurately. [41]. The models' results are 

compared by accuracy, precision, recall, and other metrics to find the best approach. 

This chapter presents our experimental findings, analyzing deep learning model 

performance with pre-processing steps like resizing, noise removal, and morphological 

processing. We also explore PSO segmentation's impact, comparing results with existing 

methods and identifying potential research areas. 

 
Figure 5. Skin Cancer Dataset 
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Image segmentation groups pixels with similar texture, color, and form into units, crucial 

for feature extraction, selection, and classification. Effective segmentation is vital in 

dermoscopy images due to varying lesion sizes, colors, and artifacts like hairs. Our strategy 

aims to develop an automatic segmentation method for lesion detection, using PSO 

algorithms to minimize the energy function. This method involves artificial particles 

optimizing the class label for each pixel, resulting in various potential clustering options. The 

segmentation results are shown in the figure. 

 

 
Figure 6. Skin Lesion Segmentation Using PSO 

 

Figure 6 illustrates image augmentation techniques for medical imaging. The left column 

shows a skin lesion image in three states: original, rotated, and flipped. The right column 

displays corresponding binary masks, which highlight the lesion area for each image state. 

Augmentation helps increase the dataset's diversity, improving machine learning model 

robustness and accuracy. Rotation and flipping are common methods that change the image's 

orientation without altering its essential features, preserving the lesion's shape and size in the 

mask. This approach enhances the model's ability to generalize from varied input data. 

 

 
Figure 7. Framework of Proposed System 

 
Figure 7 depicts a graphical user interface (GUI) titled 'Select a Deep Learning Model' 

featuring three checkboxes for choosing pre-trained models: AlexNet, ResNet-50, and 

VGG16. Below these options, there is an 'Enter' button to submit the selection. These models 

are widely utilized in image recognition tasks." 
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3.2. Performance Evaluation 

Performance metrics such as accuracy, sensitivity, precision, and specificity are crucial in 

evaluating the effectiveness of techniques, as shown in the confusion matrix. These metrics 

collectively provide a comprehensive view of how well a technique performs in its 

classification tasks, aiding in informed decision-making and model optimization [42]. 

a. Accuracy 

It represents the proportion of subjects correctly identified among all subjects. 

𝐴  𝑢 𝑎 𝑦  
𝑇𝑃 𝑇𝑁

𝑇𝑃 𝑇𝑁 𝐹𝑃 𝐹𝑁
                    (3)                                                                                                                                                                 

b. Sensitivity 

The recall, or sensitivity, denotes the percentage of correctly identified positive labels by 

our computer system. 

 𝑆𝑒𝑛𝑠   𝑣  𝑦  
𝑇𝑃

𝑇𝑃 𝐹𝑁
          (4) 

c. Precision 

Considering the total number of accurate predictions, we can ascertain the reliability of a 

forecast, also known as predictive value. 

   𝑒  𝑠 𝑜𝑛  
𝑇𝑃

𝑇𝑃 𝐹𝑃
         (5) 

d. Specificity 

The algorithm's correct classification of negatives is referred to as specificity within the 

realm of performance evaluation metrics. 

 𝑆𝑝𝑒  𝑓    𝑦  
𝑇𝑁

𝑇𝑁 𝐹𝑃
         (6) 

The test results using AlexNet and ResNet-50, as well as our proposed model, VGG16, are 

shown in the table 1 below. 

 

Table 1. Performance Results 
Architectures Accuracy (%) Specificity (%) Sensitivity (%) Precision (%) 

VGG16 93.24 80.61 93.24 88.95 

ResNet-50 88.5 83.29 85.47 84.65 

AlexNet 86.21 89.98 78.36 81.01 

 
Table 1 presents performance metrics for three different convolutional neural network 

(CNN) architectures—VGG16, ResNet-50, and AlexNet—evaluated on some tasks, 

presumably a classification or detection problem. VGG16 achieved the highest accuracy at 

93.24%, indicating its effectiveness in correctly predicting outcomes overall. It also showed a 

high sensitivity (93.24%), suggesting a strong ability to correctly identify positive instances 

(true positives) relative to all actual positives. However, its specificity (80.61%) indicates a 

moderate ability to correctly identify negative instances (true negatives). ResNet-50 followed 

with an accuracy of 88.5%, showing slightly lower overall performance than VGG16 but with 

better specificity (83.29%). This suggests ResNet-50 is better at correctly identifying 

negatives, though slightly less sensitive than VGG16. AlexNet, while achieving an accuracy 

of 86.21%, had the highest specificity (89.98%), indicating strong performance in correctly 

identifying negatives, but lower sensitivity (78.36%), indicating it may miss some positive 

instances.  

 

4. Conclusion 
In this study, we developed a CNN architecture based on VGG16 for skin cancer 

detection. We used pre-processed data to train our model on the training set and evaluated it 

using the test set. We also employed AlexNet and ResNet-50 to assess and compare the 
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performance of our proposed VGG16 model. The results indicate that the VGG16 model is 

the most robust for skin cancer detection, especially when high sensitivity is crucial. The 

implications of this research are significant for medical diagnostics, as accurately identifying 

positive cases of skin cancer is critical for early treatment and improved patient outcomes. 

This research suggests that using VGG16 could enhance diagnostic accuracy, potentially 

leading to better clinical decision-making and patient care. 
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